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c© by Gebrüder Borntraeger 2000

A simple dynamical model of cumulus convection for data
assimilation research
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Abstract
A simplified model for cumulus convection has been developed, with the aim of providing a computation-
ally inexpensive, but physically plausible, environment for developing methods for convective-scale data
assimilation. Key processes, including gravity waves, conditional instability and precipitation formation, are
represented, and parameter values are chosen to reproduce the most important space and time scales of cu-
mulus clouds. The model is shown to reproduce the classic life cycle of an isolated convective storm. When
provided with a low amplitude noise source to trigger convection, the model produces a statistically steady
state with cloud size and cloud spacing distributions similar to those found in radiative-convective equilibrium
simulations using a cloud resolving model. Results are also shown for convection triggered by flow over an
orgraphic obstacle, where depending on the wind speed two regimes are found with convection trapped over
the mountain, or propagating downstream. The model features prognostic variables for wind and rain that can
be used to compute synthetic observations for data assimilation experiments.

Zusammenfassung
Es wurde ein vereinfachtes Modell zur Darstellung von Kumuluskonvektion entwickelt. Das Ziel war ei-
ne rechenkostengünstige aber physikalisch plausible Entwicklungsumgebung für Datenassimilation auf der
konvektiven Skala bereitzustellen. Wichtige Prozesse wie Schwerewellen, bedingte konvektive Instabilität
und Niederschlagsbildung sind enthalten, und mit Parameterwerten können die wichtigsten räumlichen und
zeitlichen Skalen von Konvektion abgebildet werden. Das Modell ist in der Lage, den typischen Lebenszy-
klus einer konvektiven Zelle zu reproduzieren. Falls mit einer Störungsquelle kleiner Amplitude Konvektion
ausgelöst wird, stellt sich im Modell ein statistischer Gleichgewichtszustand ein, der für die Wolkengrößen
und -abstände demjenigen entspricht, der mit wolkenauflösenden Modellen unter Annahme des Strahlungs-
Konvektions-Gleichgewichts entsteht. Falls Konvektion durch die Überströmung eines orographischen Hin-
dernisses ausgelöst wird, gibt es zwei Zustände. Abhängig von der Windstärke ist die Konvektion entweder
begrenzt auf das Gebirge, oder bewegt sich stromabwärts. Das Modell hat prognostische Variablen für Wind
und Regen, die zur Berechnung synthetischer Beobachtungen in Datenassimilationsexperimenten benutzt
werden können.

1 Introduction

Numerical weather prediction (NWP) models are cur-

rently reaching resolutions on the order of 1 km. At

this scale, cumulus convection is resolved and observa-

tions of convection should be assimilated in the model

analysis. As conventional data does not have the re-

quired horizontal and temporal resolution, the use of re-

mote sensing data such as radar will be of primary im-

portance. However these data sources create additional

challenges for a data assimilation system (see review by
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DANCE (2004)). The patchy nature of observed precipi-

tation fields can lead to non-Gaussian error distributions

dominated by ”hit or miss” errors. In addition the rapid

development of convective clouds and the nonlinear re-

lationship between observables such as radar reflectivity,

and dynamical variables like vertical velocity and water

content, lead to large changes in atmospheric state be-

tween observation times that are not well approximated

by linear dynamics. A notable example is the late de-

tection problem, that occurs because radar cannot de-

tect storms until large precipitation particles have devel-

oped, by which time the dynamical circulation is fully
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developed. Considerable effort is now being expended

on developing new algorithms and methods to deal with

these challenges (DANCE, 2004; VAN LEEUWEN, 2009;

BOCQUET et al., 2010).

Data assimilation research has benefitted from the

availability of a hierarchy of models of varying com-

plexity which can be used to test new methods before

implementation in a full NWP system. The use of sim-

ple models has two advantages. First, they are generally

easier to implement and computationally inexpensive,

allowing more extensive testing than would be practi-

cal in the full system. Secondly, idealised models iso-

late particular processes or issues and may be easier to

understand and optimise than a more realistic system.

In meteorology, much use has been made of a series of

simple models introduced by Lorenz (LORENZ, 1963,

1995, 2005), which use a small number of dynamical

variables, but capture key aspects of nonlinearity and

fast-slow interactions. At a more complex level, the

quasigeostrophic model has proved useful for its more

realistic representation of the synoptic-scale structures

found in the atmosphere (EHRENDORFER and ERRICO,

2008).

Unfortunately, models based on low-order dynami-

cal systems or flows close to geostrophic balance do not

capture the spatial intermittency associated with the con-

vective scale. As a result, the performance of a data as-

similation system in these models may not be represen-

tative of its performance in a convective-scale NWP sys-

tem. The most popular approach to testing convective-

scale data assimilation systems is use an NWP system

in an idealised setting. Successful examples have used

simulations of idealised storms in a “perfect model”

configuration (SNYDER and ZHANG, 2003; TONG and

XUE, 2005; BISCHOF, 2011; POTVIN and WICKER,

2012; LANGE, 2013), as well as simplified scenarios

based on real events (AKSOY et al., 2009; DOWELL

et al., 2011; DAWSON et al., 2012). While these ex-

periments have proven very useful, they remain compu-

tationally expensive and only a limited number of data

assmilation algorithms and configurations have been in-

vestigated. Ideally, one would like to have a hierarchy of

models designed to represent the dynamics and physics

of the atmosphere on the convective scale, and in partic-

ular to represent the key processes of cumulus convec-

tion itself.

At the opposite extreme of complexity to an NWP

system, CRAIG and WÜRSCH (2013) introduced a sim-

ple stochastic model, based on a spatial Poisson birth-

death process designed to capture the spatial intermit-

tency and nonlinearity of a developing convective cloud

field. Two data assimilation algorithms, the Local En-

semble Transform Kalman Filter (LETKF) of HUNT

et al. (2007) and the Sequential Importance Resampling

particle filter (VAN LEEUWEN, 2009), were tested, and

some insight was obtained into their characteristic er-

rors. However this very idealised model omits many

physical processes that may be relevant for data assmila-

tion. Most importantly, the model has no spatial correla-

tions between dynamical variables, and will not benefit

from the ability of an assimilation algorithm to accu-

rately represent background error covariances.

The purpose of this paper is to introduce a convec-

tion model of intermediate complexity, with dynamics

based on the equations of fluid motion, but substantially

less expensive than a NWP model. The model will be

designed to represent conditional instability, where the

atmosphere is unstable to upward displacements of suf-

ficient magnitude, providing a representation of cloud

formation, but stable to smaller or downward displace-



Meteorol. Z., 1, 2000 Würsch and Craig: A simple dynamical model of cumulus convection for data assimilation research 3

ments, allowing propagation of gravity waves. Addi-

tionally the model will include the negative buoyancy

effect of rainwater that limits the growth of convective

clouds. An important goal of the simple model is that

it shows not only a qualitative resemblance to atmo-

spheric convection, but that it accurately represents the

key space and time scales of storm development. Being

based on fluid equations, a numerical implementation is

required, and can be developed using analogous meth-

ods to the full equations used in NWP models. Finally,

the model will predict variables such as horizontal ve-

locity and rain water concentration, allowing the com-

putation of synthetic observations analogous to Doppler

winds and radar reflectivity for data assimilation experi-

ments.

The paper is organized as follows: In Section 2 the

model equations are developed and parameter values

leading to physically reasonable behavior are proposed.

The numerical implementation and design of the simu-

lation experiments is also discussed. Section 3 examines

the behavior of the idealised model, considering the life

cycle of a typical cloud, the properties of an ensemble

of clouds in a statistically steady state, and regimes of

behavior for orographically triggered convection. The

performance of the model is summarised in Section 4. A

future paper will describe some initial experiments ap-

plying the LETKF to this system.

2 Model description

The mass and temperature perturbations that cumulus

clouds introduce into their environment are communi-

cated in space by radiation of gravity waves. Neigh-

bouring clouds may be initiated or enhanced by uplift,

or suppressed by downward motion associated with the

waves. The primary importance of gravity waves sug-

gests a model based on the shallow water equations:

∂u

∂t
+ u

∂u

∂x
+
∂φ

∂x
= K

∂2u

∂x2
, (2.1)

∂h

∂t
+
∂(uh)

∂x
= K

∂2h

∂x2
, (2.2)

where u is the fluid velocity, h the depth of the fluid,

H the height of the topography, and the geopotential

φ = g(H + h) is the absolute fluid layer height (H +

h) = Z multiplied by the gravitational acceleration g.

A diffusion term with constant K has been included in

both equations.

To provide a representation of cumulus convection,

the shallow water equations must be extended to include

conditional instability, i.e. positive buoyancy due to la-

tent heat release in ascending, saturated air. This will

be accomplished by modifying the geopotential φ. The

standard definition of φ is based on the height of the fluid

surface, and its gradient provides a momentum forcing

away from regions of increased surface height. This will

be altered when the height exceeds a threshold Hc, rep-

resenting the level of free convection, with the geopoten-

tial replaced by a relatively low constant value φc, as il-

lustrated in Fig. 1. The gradient of geopotential will thus

force fluid into the region of decreased geopotential, in-

creasing the fluid depth there. Once such a ”cloud”

forms, the width of the region with altered geopoten-

tial will collapse until limited by diffusion, as occurs

for cumulus clouds in simulations with kilometre-scale

weather prediction models.

When a cloud is formed, the fluid level would con-

tinue to rise until the height gradient becomes so strong

that diffusion prevents further gowth. This is less real-
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Figure 1: Sketch showing the modification of the geopotential φ in
a cloud which is still below the rain threshold.

istic, because in nature the lifetime of a cumulus cloud

in an unsheared environment is limited by the formation

of heavy precipitation particles that eventually overcome

the postive buoyancy and turn the updraft into a down-

draft. This effect will be mimicked by adding a rain

water mass potential r, to the geopotential. A separate

conservation equation for r is then added, with the fol-

lowing source and sink terms. Rainwater is produced

when the fluid level exceeds a threshold value Hr, and

is rising (u has positive convergence). The rain produc-

tion threshold is set higher than the threshold for buoy-

ancy to ensure that rain production is delayed relative to

the onset of the cloud circulation. Removal of rain by

precipitation is modelled by a simple linear relaxation

towards zero.

The modified shallow water equations are:

∂u

∂t
+ u

∂u

∂x
+
∂(φ+ r)

∂x
= K

∂2u

∂x2
+ F, (2.3)

where

φ =

 φc + gH, Z > Hc

g(H + h), otherwise.
(2.4)

A forcing term F has been added to the momentum

equation and will be discussed further in Section 2.2.

The continuity equation is

∂h

∂t
+
∂(uh)

∂x
= K

∂2h

∂x2
, (2.5)

and the equation for rain water is

∂r

∂t
+u

∂r

∂x
= Kr

∂2r

∂x2
−αr−

β ∂u
∂x , Z > Hr and ∂u

∂x < 0

0, otherwise,
(2.6)

where α and β are constants discussed below. Note that

the equations are written for a single horizontal dimen-

sion x, but can be trivially extended to two horizontal

dimensions.

2.1 Parameter selection

Values for the physical parameters are chosen to produce

realistic space and time scales for the model clouds, as

explained in the following list.

• H0 = 90 m is chosen to give a gravity wave speed of

30 m/s, typical for the gravest internal mode in the

troposphere (GILL, 1982).

• Hc = 90.02 m and φc = 899.77 m2s−2 give a reason-

able cloud fraction of roughly half a percent, and a

time for the cloud to develop to full height of about

0.5 hr.

• Hr = 90.4 m and β = 3 imply a lag to rain formation

of about 15 min, and a cloud lifetime of about 1-2 hr.

• α = 2.5 · 10−4 s−1 corresponds to a half-life for

the influence of rain of roughly 1 hr. This gives

persistence of rain and associated negative buoyancy

even after the collapse of the height perturbation.
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The values of K and Kr are chosen mainly for numeri-

cal smoothness and depend on the resolution of the dis-

cretized equations. These aspects are discussed in Sec-

tion 2.3 below.

2.2 Initiation of convection

Convective clouds in nature are initiated by low-level

disturbances that raise boundary layer air to its level of

free convection. The modified shallow water model pre-

sented here also requires a trigger mechanism to initiate

convection. We explicitly consider two processes: per-

turbations originating below cloud base associated with

the convective boundary layer, and flow over orographic

obstacles. In addition, secondary initiation by existing

storms can also trigger clouds. It will be seen later that

gravity waves radiating from convective clouds can pro-

vide sufficient lifting to initiate new convection even in

the simple model. Another secondary initiation mecha-

nism, lifting of air over cold pools generated by evapo-

ration of precipitation, will not be considered.

Convective clouds are often triggered by buoyant

plumes in the dry convective boundary layer beneath the

cloud layer which provide vertical displacements that

can initiate convective updrafts. This process can be

modeled by adding random convergent wind perturba-

tions that elevate the fluid surface. In particular, pertur-

bations Fn of the form

Fn = −ū ∂
∂x

(
e−(x−xn)2/l2

)
, (2.7)

are added to u, with amplitude ū, length scale l, centered

at location xn. In the simulations that use this method

of convective initiation, perturbations are added each

timestep at a random number of locations with random

positions. For the results presented in this work, l =

2000 m, and ū = 0.005 ms−1. The length scale is

related to the size of boundary layer eddies, which in

nature scales with the depth of the subcloud layer, about

1 km. Perturbations are added at random locations xn

at a rate of 1.6 × 10−6 m−1s−1, which corresponds

to approximately one perturbation in a 1 km region

every 10 minutes (a typical eddy turnover time for the

convective boundary layer).

Examples of the initiation of convection by orogra-

phy will be presented in Section 4.

2.3 Numerical implementation

The numerical implementation of the shallow-water

equations follows GOHM and MAYR (2004), based on

previous work by SCHÄR and SMITH (1993a,b). The

equations are discretized by standard second-order cen-

tered differences on a staggered grid. A RAW Filter

(WILLIAMS, 2009, 2011) is used for time-smoothing of

all model variables. For the simulations shown in this

paper, the domain size L is 500 km, the horizontal res-

olution dx = 500 m, and the time step dt = 5 s, and

the diffusion constant K = 25000 m2s−1 for h and u

and a smaller Kr = 200 m2s−1 for the rain variable.

As with models that simulate convection by solving the

full equations of motion with kilometre-scale resolution,

the resolution and diffusion control the size of the model

clouds. As a result, the values of the physical parameters

identified in Section 2.1 might have to be reconsidered if

a different numerical implementation or resolution were

used.

3 Randomly triggered convection

As a first example, results will be shown for convec-

tion triggered at random in space and time by bound-

ary layer disturbances. No mean wind is imposed. The
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Figure 2: Updraft phase of a cloud. The different lines correspond
to different times in minutes.

triggering disturbances are as described in Section 2.2,

and lead to a statistically steady ensemble of clouds

throughout the domain. The results should be compa-

rable to radiative-convective equilibrium simulations of

convection (TOMPKINS and CRAIG, 1998; COHEN and

CRAIG, 2006) We first consider the life cycle of a single

cloud within the simulation, then look at the cloud size

distribution and a measure of clustering.

3.1 Life cycle of a convective cloud

Figures 2 and 3 show an example of the temporal evolu-

tion of the fluid level, rain content and divergence fields

in a typical convective cloud. The plots focus on a small

subdomain of 14 grid points (7 km) and each line corre-

sponds to a different time with the interval being 6 min-

utes. In Fig. 2 one can see the building and strengthen-

ing of an updraft. At time 0 there is just a small posi-

tive perturbation in the fluid level. This initial peak may

have come from the background perturbations or the in-

fluence of neighboring updrafts. Since this peak reaches
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Figure 3: Downdraft phase of a cloud. The different lines corre-
spond to different times in minutes.

above Hc, the modifed geopotential causes fluid to flow

into the updraft of the cloud region and the fluid level

continues to rise. The plot of divergence shows steady

convergence into the cloud, with sharp positive diver-

gence peaks on both sides of the updraft. Rain starts to

accumulate after about 15 minutes when the fluid level

reaches 90.4 m. In this example cloud, the downward

force associated with the rain becomes strong enough

to prevent further increase in the fluid level after about

30 minutes, and after a further 30 minutes the height

perturbation has collapsed leaving gravity wave pertur-

bations that propagate away. The weakening of the con-

vergence zone during the collapse of the cloud is clearly

visible in Fig. 3c. The maximum rain water content oc-

curs at 42 minutes, and significant rain amounts are still

present at 60 minutes, making this location unfavourable

for convection for some time afterwards.

A view of the ensemble of clouds over the full

500 km domain is shown in Fig. 4. The fluid level is
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Figure 4: Typical evolution of the cloud field in the whole model domain.

displayed at 30 minute intervals over a period of 2 hours.

There is a wide range of different sized clouds with dif-

ferent life cycles visible. Some last for a short time while

others persist throughout the period. In addition to the

simple life cycle illustrated in Figs. 2 and 3, another typ-

ical cloud behaviour occurs when the rain starts to push

down the fluid level but does not manage to completely

kill the updraft as the rain also gets removed and the

downward force weakens. This is visible for example in

the first cloud from the left or the cloud around kilometre

130. In such cases clouds can undergo multiple phases

of growth and decay until they are finally destroyed ei-

ther by the rain, the background perturbations or the in-

fluence of gravity waves emitted from other clouds.

The number and location of clouds in the domain will

be determined by a combination of effects: triggering

of clouds by the imposed wind perturbations or upward

displacements associated with gravity waves, and sup-

pression by downward gravity wave displacements or

negative buoyancy due to rain that remains from an ear-

lier cloud. The effect of these processes on the spatial

distribution of clouds will be seen in the next section.

3.2 Statistics of convection

Statistics of the size and relative location of clouds have

been using output every 30 minutes for a long model

integration (almost 10 years). Figure 5 shows a logarith-

mic histogram of the cloud size where a cloud is defined

as a region where Z > 90.04 m. This threshold is cho-

sen so the smallest perturbations around Hc = 90.02 m

are not identified as a cloud. The distribution approx-

imately matches the exponential form (dashed black

line) expected from theory (CRAIG and COHEN, 2006)

and obtained in cloud resolving models in a radiative-

convective equilibrium (e.g. Figure 2 of COHEN and

CRAIG (2006)). The average size is 3.4 km, with the

most common value being about 1 km and values over

8 km being very rare. The average number of clouds

present in the domain at a given time is 14.9, which leads

to an average convective area fraction of about 5% of

the domain. The steeper part of the distribution between

1 and 3.5 km is based only on small clouds which do

not precipitate. This distribution is very steep and goes

down from almost 107 to 10 in this range (not shown).

In Fig. 6 is a histogram of the distance between pairs
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Figure 5: Logarithmic cloud size distribution for clouds with a
height above 90.04.
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Figure 6: Distribution of distance between different clouds.

of clouds. The dashed line indicates the uniform dis-

tribution that would be expected if the positions of the

clouds were completely uncorrelated (a spatial Poisson

process). Cloud separations of less than 3 km are un-

common since this is below the average width of the in-

dividual clouds, however there is a pronounced peak in

the distribution at a distance of approximately 3.5 km,

which appears to be associated with strong gravity wave

perturbations initiating new clouds near existing ones.

Separation distances of 6 to 18 km are less common,

reflecting a suppression of convection due to reduced

Figure 7: Hovmöller diagram for a mean wind of 30ms−1. Marked
are only gridpoints where the water level is above 90.05 m.

average fluid levels in the vicinity of a cloud. At long

distances the separation frequency approaches the value

expected for uncorrelated cloud locations. This pattern

of enhanced frequency of clouds at very short separa-

tions, with a region of reduced frequency at somewhat

larger distances, is also found in Figures 6a and 8a of

COHEN and CRAIG (2006).

4 Orographically triggered convection

In this section, results are presented for convection trig-

gered by flow over a bell shaped mountain with a half-

width of 10 km and a height of 0.2 m. No random per-

turbations are used, but a mean wind is introduced. For

sufficiently large wind speeds the resulting flow can dis-

place the fluid level above Hc and initiate a cloud. The

orography and the mean wind pose problems for the nu-

merics and it was found necessary to reduce the time

step to 1 s and increase the diffusion to 30000 m2s−1.

Results for two values of mean wind speed are shown

in the form of space-time (Hovmöller) plots indicating

where fluid depth exceeds 90.05 m. With a mean wind

of 30 ms−1, clouds are present over the mountain at all
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Figure 8: Same as Fig. 7 with a mean wind of 40 ms−1.

times, growing on the upwind side and decaying down-

wind. Sometimes clouds or small clusters of clouds are

initiated some distance upwind of the mountain by grav-

ity waves (Fig. 7).

Different behaviour occurs for wind speeds larger

than the intrinsic gravity wave speed of the fluid. For

a mean wind of 40 ms−1 (Fig. 8) clouds are no longer

initiated upstream, but always over the mountain. Most

decay on the downwind side, but some are advected

downstream away from the mountain. These interact

and merge, eventually leading to a sequence of propa-

gating convective storms with a separation distance of

roughly 75 km, moving at a speed of about 35 ms−1.

These two regimes compare favorably with simula-

tions of flow over a ridge by CHU and LIN (2000). The

behaviour for a windspeed of 30 ms−1 is comparable to

the quasi-stationary convective system in regime (II) of

CHU and LIN (2000), with cells developing on the up-

stream side of the ridge and decaying on the downstream

side. The results for a windspeed of 40 ms−1 corre-

spond to regime (III) with quasi-stationary and down-

stream propagating systems. It should be noted how-

ever that the simple model here does not produce the

full range of behaviours described by CHU and LIN

(2000) or the more recent study of MIGLIETTA and

ROTUNNO (2009), which involve complex interactions

with evaporation-driven cold pools that are not repre-

sented here.

5 Conclusions

A simplified dynamical model is presented which is de-

signed to represent key features of cumulus convection.

The model is based on the shallow water equations, and

therefore allows propagation of gravity waves. Condi-

tional instability is represented by modifying the geopo-

tential to produce convergence when the fluid level ex-

ceeds a height threshold. A rain variable is introduced

that provides a downward force that can lead to the de-

struction of a cloud.

Two mechanisms for initiation of convection have

been considered. The first is a stochastic noise term

representing subcloud layer disturbances, and the sec-

ond flow over an orgraphic obstacle. With a continu-

ous stochastic forcing, the model produces an ensem-

ble of clouds that is comparable to radiative-convective

equilibrium simulations using more sophisticated mod-

els. In particular, the clouds undergo a realistic life cy-

cle with a rapid intensification, formation of precipita-

tion, followed by collapse. The cloud size distribution

roughly corresponds to the exponential form predicted

by CRAIG and COHEN (2006), and the cloud spacing

shows the effects of local triggering and more distant

suppression of convection by gravity waves. With oro-

graphic triggering, two regimes of convection are found,

depending on the background wind speed. With wind

speeds up to the intrinsic gravity wave speed, convec-

tion is trapped over the orography, while for larger wind
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speeds, clouds develop over the orography but periodi-

cally move downstream.

While the simple model reproduces many behaviours

of real convection, some aspects are excluded. First the

model is assumed to be one dimensional. A two di-

mensional version could easily be constructed, although

the choices of parameter values would need to be re-

examined. Secondly the interaction of convection with

synoptic or larger scales in the atmosphere is not repre-

sented. The use of constant values for Hc and φc im-

plies that the conditional instability of the atmosphere is

uniform in space and time. In principle these variables

could be coupled to the dynamical equations, but many

details would need to addressed. The absence of a repre-

sentation of convective feedbacks on the subcloud layer,

most importantly the creation and interaction with cold

pools, implies that the simple model will not produce

important modes of mesoscale convective organisation,

such as squall lines. Adding such a representation is not

trivial and would probably require the introduction of

one or more prognostic variables.

The aim of this work was to provide a contribu-

tion to a heirarchy of convection models for data as-

similation research, that sits between the very simple

stochastic model of CRAIG and WÜRSCH (2013), and

the full solution of the fluid equations in kilometre-scale

weather prediction models. In contrast to the model of

CRAIG and WÜRSCH (2013) which ignored interactions

between convective clouds, the present model includes

gravity waves, allowing initiation and inhibition effects,

leading to a realistic spatial distribution of clouds (Sec-

tion 3.2). The availability of wind and rain variables that

correspond to physically observable quantities should

make it possible to define background and observation

error covariance matrices that have similar properties to

those arising in full NWP systems. A first examina-

tion of the behaviour of a local ensemble transformed

Kalman filter using the modified shallow water model

is in progress, and results will be presented in a future

paper.

Acknowledgements

This research was funded by LMU Munich and car-

ried out in the Hans Ertel Centre for Weather Research.

This research network of Universities, Research Insti-

tutes and the Deutscher Wetterdienst is funded by the

BMVBS (Federal Ministry of Transport, Building and

Urban Development).

References

AKSOY, A., D. C. DOWELL, C. SNYDER, 2009: A

multicase comparative assessment of the ensemble

kalman filter for assimilation of radar observations.

part I: Storm-scale analyses. – Mon. Weather Rev.

137, 1805–1824.

BISCHOF, M., 2011: Ensemble Simulations of Convec-

tive Storms. Master’s thesis, ETH Zürich.
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