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ABSTRACT

This paper presents a review of theoretical and observational studies relating to the low-level structure of cold
fronts and explores the factors that are pertinent to frontal motion.

Observational studies have shown that, in some cases, surface cold fronts move at speeds faster than the
normal component of the wind at all levels in the lower troposphere and therefore propagate. Other case studies
have shown that the low-level flow immediately behind the front and normal to it is faster than the front and
that the front has the local structure of a gravity current, its speed of movement being well determined by the
gravity current speed equation. These different types of behavior are related to results of recent theoretical
studies, and the mechanism by which fronts can propagate is elucidated. It is shown that a necessary requirement
for propagation is the existence of an alongfront temperature gradient.

We question the relevance of the gravity current speed equation in general, despite its apparent accuracy in
some observed fronts, and note that it cannot be applied to the cold fronts simulated in simple frontogenesis
models. The applicability of other simple frontal models providing estimates for the frontal speed is critically
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reviewed also.

1. Introduction

The earliest and perhaps the simplest model for a
front is that of Margules (1906 ) in which the front is
considered to be a stationary sloping discontinuity sep-
arating two air masses of uniform, but different, tem-
peratures. The motion in these air masses is assumed
to be geostrophic and parallel to the surface front, the
vertical motion being everywhere zero. Frictional and
diffusive processes are excluded. With these assump-
tions one obtains a diagnostic equation relating the
slope of the front to the velocity difference and tem-
perature difference between the two air masses. In es-
sence, this relationship is an expression of thermal wind
balance across the front. The presence of rotation pre-
cludes the introduction of a Galilean coordinate trans-
formation in which the dynamics represented by Mar-
gules’ solution is preserved, while the front translates
at uniform speed ¢ normal to its line of intersection
with the ground. This translation velocity would lead
to an unbalanced Coriolis torque, fc, in the alongfront
direction, where f is the Coriolis parameter. Even if we
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postulate the existence of an alongfront pressure gra-
dient in geostrophic balance with this torque, in which
case the surface isobars would no longer remain parallel
to the front, it is still not possible to explain the trans-
lation of the front as noted by Sutcliffe (1938, p. 497)
and Sawyer (1952, p. 170). The issues can be exposed
as follows. Let g, p;, u, and p,, p;, u, denote the den-
sity, pressure and air velocity in the two air masses, p,
and p, being assumed constants, and let n and k denote
unit vectors normal to the sloping frontal interface and
to the earth’s surface, respectively. The assumption of
geostrophy (i.e., fp;uy, = k X Vp;; i = 1, 2, where uy,
is the horizontal component of u;) together with the
dynamical requirement that the pressure be continuous
at the frontal interface implies that the crossfront mass-
flux is continuous also (i.e., p)u;5* B = pyuy,+ n). How-
ever, since p; ¥ p,, this cannot be satisfied simulta-
neously with the kinematic requirement that the cross-
front velocity component be continuous (i.e., u;-n
= u,* n) unless the front is stationary (i.c., u;*n =0
and w, » n = 0, implying that the flow in both air masses
is parallel with the front), or there exists a nonzero
vertical component of air motion in the warm air over-
lying the front (see Appendix). In the latter case, the
geostrophic approximation must be violated in a ver-
tical strip above the surface front. It follows that Mar-
gules’ model cannot be extended to moving fronts only
by relaxing the assumptions of zero vertical motion
and strict geostrophy everywhere, except within the
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F1G. 1. Schematic representation of the thermal structure and relative flow in an
atmospheric gravity current moving steadily into a neutrally stratified environment,
either at rest or flowing toward the gravity current. Significant features are the “feeder
flow” of cold air, the elevated nose, the head and the turbulent mixed region above
the cold air and behind the head. Frictional effects near the surface lead to some en-
trainment of warm air into the feeder flow below the nose, but most entrainment
occurs in the mixed region at the rear of the head. Except close to the surface, the
feeder flow necessarily moves with a speed u greater than the speed of advance of the
head, ¢. The potential temperature structure 6(z), shown on the left, is a typical sounding
behind the head. For further details see Simpson (1982).

Boussinesq approximation in which the crossfront
density difference is ignored when calculating the
alongfront pressure gradient per unit mass.

In actual fact, it was recognized at an early stage that
the crossfront component of flow behind the front could
be different from that ahead. This difference would be
manifest, inter alia, in vertical motion in the warm air,
a feature inconsistent with the Margules’ model. Thus
Bergeron (1937) distinguished between two types of
front: “ana” and “kata,” according to the sign of the
relative vertical motion between.the warm and cold
air. In an ana-cold front, the warm air ascends relative
to the cold air, implying on the basis of the model
assumptions of two homogeneous air masses that the
cold air advances more rapidly than the warm air re-
cedes. The reverse is true for a kata-cold front, where
the warm air descends relative to the cold air. The ex-
istence of these two types of cold front was supported
by the observational study of Sansom (1951). More
recently, Browning and his collaborators have gener-
alized the conceptual models of ana- and kata-fronts
to fronts with “rearward” and “forward” sloping ascent,
respectively (e.g., see Browning 1985). However, it
comes as a surprise to find that in some observed sur-
face cold fronts, the “front” moves faster than the nor-
mal component of the wind at any level, ahead of or
behind the front (Garratt 1988)". In such cases, it fol-
lows that the front cannot be regarded as a material
surface as in Margules’ model. ‘

Other observational studies suggest that some cold
fronts, even nonprecipitating ones, have the local
structure of a gravity current (e.g., Berson 1958; Clarke,
1961; Brundidge 1965; Hobbs and Persson 1982; Car-
bone 1982; Seitter and Muench 1985; Coulman et al.

! This is true also of some warm fronts (Locatelli and Hobbs 1987).

1985; Shapiro et al. 1985; Bond and Fleagle 1985; Gar-
ratt and Physick 1986) and that the frontal speed is
predicted well by the formula appropriate to laboratory
gravity currents (Hobbs and Perrson 1982; Seitter and
Muench 1985; Coulman et al. 1985; Shapiro et al. 1985;
Bond and Fleagle 1985; Garratt and Physick 1986).
However, as shown below, there are some inconsisten-
cies between the flow patterns determined in some of
these studies and those for laboratory gravity currents.

There is even contradiction on the local structure of
fronts in modern textbooks; for example, Wallace and
Hobbs (1977, p. 116) state that “To a rather close ap-
proximation, fronts behave as material surfaces in the
atmosphere” and go on to say (p. 117) that “it is almost
correct to say air does not move through a frontal sur-
face.” They say also that “the air within the frontal
zone is ‘trapped’ in the shallow wedge beneath the
frontal surface, and thus cannot move relative to the
front, or conversely, the front cannot move relative to
it.” We note that this is not consistent with the structure
of a laboratory gravity current in which there is a near
surface-based feeder flow of air behind the front that
moves faster than the speed of the frontal interface
(Fig. 1). Wallace and Hobbs (p. 117) conclude that
“the direction and speed of movement of the front is
determined by the winds within the frontal zone.” In
contrast, Palmen and Newton (1969, p. 263) cite ob-
servations which “show that the boundaries of a front
cannot be considered as substantial surfaces at lower
levels” and that there is “a substantial entrainment
from both cold- and warm-air sides.”

These opposing views and the variety of conclusions
derived from observational case studies lead us to re-
view the contribution of available theories, and the re-
sults of laboratory experiments, to the question of
frontal structure and motion, and to attempt to relate
these results to observations. In doing this we find it
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appropriate to distinguish between air mass theories,
gravity current models and frontogenesis theories of
fronts. Air mass theories consider fronts as narrow
zones of transition or as discontinuities between two
air masses having different, but generally uniform,
temperatures, and they examine flow properties con-
sistent with the stationarity or steady translation of such
fronts. Most of these theories assume geostrophic bal-
ance in at least the crossfront direction, or in at least
the warm air mass, and we review them in section 2.
Gravity current models constitute a subclass of air mass
models in which Coriolis forces are either absent or
not in balance with horizontal pressure gradients; these
are reviewed in section 3 and the application of such
models to cold fronts is considered in section 4. Front-
ogenesis theories are concerned essentially with the de-
velopment of sharp frontal zones in flows with initially
diffuse horizontal temperature gradients; these are dis-
cussed in section 5.

2. Balanced air mass models

The simplest of the air mass theories is that of Mar-
gules described earlier. Extensions of this theory have
been made to take into account a diffuse frontal zone
or the curvature of the isobars (see Palmen and Newton
1969, chapter 3) or of friction (Ball 1960; Welander
1963; Rao 1971). All these models hinge on the as-
sumption that the front is a material surface, or in the
case of a diffuse front that it consists of a distribution
of such surfaces. Moreover, it is assumed that the front
is stationary, or in Ball’s and Rao’s theories that it is
in steady motion. Vertical shear within the individual
air masses is zero, except in Welander’s analysis in the
frontal zone and Ekman boundary layers, and in Rao’s
analysis wherein a variable eddy viscosity is included.

In Ball’s model, frictional effects are represented us-
ing a bulk drag law depending on velocity, but only in
the cold air. Possible solution types are examined de-
pending on the sign of ¢ — ,, 1, being the geostrophic

wind speed normal to the surface front in the warm

air and c the translation speed of the front. Ball obtained
solutions corresponding with ana- and kata-fronts,
which, in the case of cold fronts, have ¢ — u, > 0 and
<0, respectively. However, in these solutions ¢ had to
be prescribed; it was not determined as part of the so-
lution.

A more recent model for a steadily translating cold
front is that of Manton (1981). At first sight this appears
to fall into the category of an air mass theory as the
front is regarded as a material surface, but horizontal
density gradients in both air masses are also an intrinsic
feature of the formulation. The existence of these im-
plies a pattern of horizontal shear frontogenesis or
frontolysis acting through the term adv/dx in Manton’s
notation. In contrast to Ball’s theory, the model is in-
viscid and the frontal speed ¢ is determined rather than
specified. In fact, ¢ is found to depend on the magnitude
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of the alongfront density gradients (assumed constants)
in the two air masses, far from the surface front, but
to be independent of the density contrast across the
front itself. This last result is counter to intuition unless
possible steady flow configurations are restricted to ones
in which there exist crossfront geostrophic balance. As
a general result it must surely reflect the omission of
the dynamical constraint that would be obtained by
integrating the momentum equations over a control
volume of the flow that includes the sloping part of the
frontal surface. Unfortunately, it is not possible to verify
this directly as Manton does not give explicit solutions
for the flow in the aforementioned control volume;
nor can one check that the steady flow configurations
envisaged by Manton (his Fig. 1) are possible when
the dynamical constraint is incorporated. In our view,
another serious limitation of the theory is the existence
of a nonphysical distribution of nonadiabatic heat
sources and sinks implied by the omission of a ther-
modynamic equation in the analysis.

The foregoing theory was extended and modified by
Ryan and Wilson (1985) and applied to data gathered
on summertime cold fronts in southeastern Australia,
but similar limitations are apparent. In the modified
theory, a friction layer of depth H is assumed in the
warm air, and a frontal propagation speed is derived
on the assumption that there is zero relative mass flux
in this layer. Again, the formula so obtained is inde-
pendent of the characteristics of the cold air and, in
particular, of the density contrast across the front. In
our view, this limitation of the theory raises doubts
about the conclusion based on their theory that “the
speed of movement of the surface cold front” (i.e., the
cool change) “is determined largely by the synoptic
scale flow.”

Recently, Manton (1985) obtained steady solutions
corresponding to ana- and kata-fronts in a model sim-
ilar to that of Ball (1960). As in Ball’s theory, frictional
effects are represented in the cold air, but an additional
feature is an imposed vorticity wave in the warm air.
This wave is modeled by an alongfront velocity distri-
bution of uniform structure that translates with con-
stant speed normal to the surface front. Manton shows
that steady fronts necessarily move with the speed of
this wave. While this is an interesting extension of Ball’s
theory, its precise relevance to atmospheric fronts is
unclear; in particular, it remains to be shown how the
upper-layer vorticity wave and the cold air region could
evolve 10 the calculated balanced state during a period
of frontogenesis. This is not to suggest, however, that
the movement of fronts is unrelated to the upper-level
flow.

Finally, we draw attention to an analytical solution
for a steadily moving cold front given by Davies (1984).
In this, the alongfront wind component is in geo-
strophic balance with the crossfront pressure gradient
associated with the slope of the frontal interface; also,
the cold air depth asymptotes to a constant at large
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distances behind the front. The crossfront wind com-

ponent is the same constant in both the cold and warm
air masses and equals the frontal translation speed. The
latter is not determined by the solution, but must be
prescribed. Moreover, for reasons discussed in section
1, the solution is consistent only in a Boussinesq for-
mulation (we note that Davies does invoke the Bous-
sinesq approximation). It is interesting to note that,
in this case, the solution is a trivial solution of Manton’s
(1981) model, trivial in the sense that there are no den-
sity gradients in either air mass and the crossfront re/-
ative flow 1is everywhere identically zero. Thus
Davies’ solution is stationary in Manton’s moving co-
ordinate system. As in the previous example, it is by
no means obvious that the solution is asymptotic to
any time-dependent inviscid flow,

3. Gravity current models

It is frequently the case that ana-cold fronts are ac-
companied at their leading edge by line convection
(e.g., Browning and Harrold 1970; Hobbs and Persson
" 1982), and in such cases, cold air outflow produced
by evaporative cooling of rain below this convective
line can take on the local character of a gravity current
at the surface. There are cases, however, where non-
precipitating fronts also appear to have the local char-
acter of a gravity current. The observations are reviewed
below, following a brief discussion of gravity currents
themselves.

A prominent and ubiquitous feature of a gravity
current is that, immediately behind the leading edge,
the flow above a shallow friction layer is toward the
leading edge in a frame of reference moving with the
leading edge (Fig. 1). For a steady gravity current in
the laboratory, this so-called feeder flow extends back
to the source of cold air (Simpson and Britter 1979, p.
491). Accordingly, the existence and extent of any such
feeder flow in observations of cold fronts is an impor-
tant consideration in assessing the relevance of gravity
current theory. We shall be interested, therefore, in
regions of positive relative flow behind the front, defined
here as regions where the wind speed, u, toward the
front is greater than the speed of the front, c.

For a gravity current moving into a still environ-
ment, simple theory predicts that the speed of the grav-
ity current, ¢, varies as the square root of the density
difference between the two fluids; the density of each
fluid being assumed uniform (Benjamin 1968). The
form of this relation applicable to the atmosphere is

c = ki, 3.1)

where u, is the so-called densimetric speed defined by
uy = [gdA6/6]'/?,

where Af is the virtual temperature difference between
the two air masses, 6 the virtual potential temperature
of the warm air, d the depth of the cold air, g the ac-
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celeration due to gravity and k a constant, in essence
a Froude number for the flow. Benjamin’s theory pre-
dicts that for a deep inviscid fluid, £ = Vf, but this
value reduces to 1/V2 as the fractional depth, ¢ = d/
D increases, D being the total fluid depth.? Laboratory
experiments also show the dependence of k on ¢; k
decreases from about 1.3 to 0.75 as ¢ increases from
0.05 to about 0.3 (Simpson and Britter 1979, Fig. 11).
Values of k appropriate to the atmosphere appear to
lie around unity, but depend inter alia on the definition
adopted for d. Some authors take d to be the depth of
the cold air feeding the head, while others take it to be
the height of the head, h (see Simpson and Britter?
1980). Simpson and Britter (1980, Fig. 4) have ex-
plored the effect of a head or tail on the gravity current
propagation speed and find that when d is taken as A,

¢ = kuy + bug, (3.3)
where 1, is the head or tail wind speed according to its
sign (negative for a head wind), k = 0.9 and b = 0.6.
This formula is supported by the numerical simulations
of gravity currents by Thorpe et al. (1980), who find
thatk = 1.0 and b = 0.7.

A frequent problem in applying (3.1) or (3.3) is the
difficulty of identifying appropriate values for d and
Afin (3.2) and for u in (3.3). Usually, A8 is a function
of height and it may vary also on account of horizontal
temperature and/or moisture gradients in the cross-
front direction. To the extent that such gradients can
be ignored, A could be replaced by its vertical mean
Ad, defined by

_ d

dh6 = fo ¢ dz, (3.4)
where & is the potential temperature difference at height
z, but even then, d may vary significantly with distance
behind the front. Some authors (e.g., Wakimoto 1982;
Seitter 1983; Seitter and Muench 1985; Garratt and
Physick 1986) have sought to avoid these difficulties
by applying the alternative formula for ¢, namely,

¢ = ki, 3.5)

where

u = [Bps/p]'"?,

Ap; being the surface pressure rise accompanying the
frontal passage, p is the mean air density and k; is the
value of k when d is taken as 4. Atmospheric data
(Wakimoto 1982; Simpson and Britter 1980) suggest

2In a recent series of numerical experiments, Crook and Miller
(1985, p. 231) report values of k consistently larger than V2, with
the deep fluid value equal to {.65. In support of this result, they note
that a higher value would be obtained if Benjamin’s theory were
extended to take into account the motion within the gravity current
itself.

3 Simpson and Britter use the notation A, for the depth of the cold
air and A3 + A, for the height of the head.
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that k; is typically about 0.8, but extreme values of 0.7
and 1.08 have been reported (Wakimoto 1982). The
formulae (3.1) and (3.5) are not equivalent, in general,
since the observed Ap;, includes both nonhydrostatic
effects and the effects of temperature changes above
the head. The latter may arise, for example, from adi-
abatic cooling and/or latent heat release in an accom-
panying roll cloud (Seitter 1983). Moreover, the for-
mula can be unambiguously applied only if the pressure
rise levels off following frontal passage; if the pressure
continues to increase, as would be expected if the cold
air depth continues to increase, Eq. (3.5) would be
little better than (3.1).

4. Application to cold fronts

It is our view that comparisons of observed frontal
speeds with speeds calculated from (3.2), with ¢ given
by (3.1), (3.3) or (3.5), do not alone provide a very
severe test of the applicability of gravity current models
to atmospheric fronts. This is because of the uncertainty
of choosing representative values for A6, d, Ap, and
Up; the uncertainty in the value for k or k,, and the
relatively weak (i.e., square root) dependence of ¢ on
Af and d, or on Ap;.

Consider, for example, the comparison presented by
Hobbs and Persson (1982). In their case study they
calculate a value for ¢ of 12.5 m s™!, only 0.4 m s™!
faster than the observed speed. They go on to conclude
(p. 293) that the gravity current model thus provides
a good simulation of the motions of both gust fronts
and cold fronts of various intensities. However, taking
into account the range of uncertainty of d that they
quote, the calculated value of ¢ using (3.1) ranges from
8.9 to 15.0 m s~'. When the additional uncertainty in
the value of k (i.e., 1.1 to 1.4) is included, c ranges
from 7.8 to 16.8 m s~'. Their calculated value of 12.5
m s~ is based on mean values of 4 and k. With un-
certainties of this magnitude, the apparently good
agreement with observation is questionable.

An additional test is to determine whether or not
there is a region of low-level feeder flow toward the
front (i.e., with u > c¢). Except for unsteady gravity
currents in a late stage of decay, one would expect this
region to have a horizontal extent comparable, at least,
to the horizontal scale of the gravity current head. This
is not an exclusive test, however, since certain types of
large amplitude solitary waves may have a similar
structure (see later). Some but not all of the observa-
tional studies that claim to apply successfully (3.3), or
simply (3.1) or (3.5), satisfy this criterion.

Berson (1958) notes that u, the horizontal wind
speed normal to and behind the front, exceeds ¢ by a
large amount through considerable depths and for sev-
eral hours. In a case study of a cold front over Florida,
" Seitter and Muench (1985) note that c is well predicted
by (3.5) and that the winds behind the front are moving
toward the front faster than the front itself. In their
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case, Ap, was relatively easy to define. Garratt and
Physick (1986) applied Eq. (3.5) with a correction for
the vertical-mean prefrontal headwind #, to two sum-
mertime cold fronts in southeastern Australia and also
claim good agreement with the observed speed; they
took the ambient wind correction to be 0.7 1, using
Thorpe et al.’s value for b in (3.3).

In contrast, for the front of 19-20 September 1983
studied by Shapiro et al. (1985), the speed equation
(3.1) provided a good estimate of the frontal speed,
but on p. 1174 these authors note that “the leading
edge of the density current and its hydraulic head
propagated at a greater horizontal velocity than the
normal wind component beneath the head, i.e.; 15 m
s~! compared with 9 m s~'.” This is not a characteristic
of a gravity current.

In another case study where favorable comparison
was made of observed and caiculated ¢ from (3.5),
Carbone (1982, p. 258) concludes that the gravity cur-
rent hypothesis is a likely explanation for motion of
the front, although this schematic picture of frontal
structure based on Doppler-radar-determined winds
(Fig. 2a) does not look anything like that of a conven-
tional gravity current, the front-relative circulation
being in the opposite direction. Yet, the circulation is
similar to those deduced in case studies by Browning
and Harrold (1970) and Testud et al. (1980), repro-
duced in Figs. 2b and 2c, respectively, and to that in-
ferred for Australian summertime cool changes by
Ryan and Wilson (1985), reproduced in Fig. 2d. Not-
withstanding this, a recent and apparently more de-’
tailed analysis of data by Parsons et al, (1987) on the
same front as that studied by Carbone does show evi-
dence of a small region of positive front-relative flow
in the cold air.

In the case studied by Koch (1984), it was found
that the calculated frontal speeds using (3.1) or (3.5)
were only about 70% of the observed speed, assuming
average values for & or k; . On this account and because
the horizontal scale of the pressure jump was much
greater than that ordinarily associated with gravity
currents, it was concluded that “the mesostructure of
the cold front was not dynamically very similar to that
of a gravity current.” Even so, it is worth remarking
that Koch’s determination of the horizontal scale was
limited by the time-response of the microbarographs
available; these were part of the normal operational
network.

Brundidge (1965) showed detailed cross sections of
low-level wind and temperature structure (below 430
m) for 11 late autumn or winter cold fronts as they
passed over an instrumented television tower near
Dallas, Texas. By coincidence, all except one of these
were nocturnal or early morning occurrences, and
many moved into a low-level stable layer ahead. In all
but two cases, there was a significant region of positive
relative flow behind the front, but close to the ground,
u — ¢ was generally negative. The data indicated that
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FIG. 2. Crossfront airflow relative to the front in various case studies: (a) from Carbone (1982), (b) from Browning and Harrold (1970),
(c¢) from Testud et al. (1980) and (d) from Ryan and Wilson (1985).

the mean height above the ground of the surface where
u — ¢ = 0 is proportional to the speed of the front and
that the frontal speed is about 247, where i is the mean
value of u at a height of 10 m in the period 20-30
minutes after frontal passage. Brundidge did not at-
tempt to compare observed frontal speeds with those
calculated on the basis, for example, of Eq. (3.5), and
surface pressure traces corresponding with the frontal
passages are not shown.

Finally, the recent case study of-the structure of a
precipitating cold front over the sea by Bond and Flea-
gle (1985) does show gravity current-like characteristics
of the front at low levels.

It would appear from the foregoing studies that the
applicability of gravity current theory to cold fronts
remains uncertain; in some cases the evidence for this
is clear, in some cases it is conflicting, and in other
cases the theory seems clearly to be irrelevant. In order
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to place these studies in perspective, it would seem
important to make a distinction between precipitating
and nonprecipitating fronts since, as noted earlier, in
the latter case the situation is complicated by cold air
outflow from moist line-convection at the front. This
outflow can be expected to have the local structure of
a gravity current as suggested by Hobbs and Persson
(1982), as is the case with thunderstorm outflows
(Charba 1974; Goff 1976; Wakimoto 1982). The more
fundamental question is whether or not nonprecipi-
tating fronts have, or develop, the local character of a
gravity current at any stage of their life times, and, if
so, at what stage and by what process does such de-
velopment occur? It is important to know whether or
not and under what circumstances gravity current the-
ory is relevant, as it may have a bearing on the ability
of numerical weather prediction models to capture the
processes that control the frontal speed. At present, the
grid resolution of most of these operational models is
too coarse to represent even the frontal scale fully (100-
200 km) let alone gravity current dynamics (Reeder
and Smith 1988).

An additional factor that needs to be considered is
the presence or absence of significant orography. It is
known, for example, that fronts may sharpen consid-
erably when the cold air is bounded on its right flank
(left flank in the Southern Hemisphere ) by topography
comparable to or greater in height than the depth of
the cold air. In such cases, Coriolis forces appear to
play a role in producing a vigorous boundary front as
envisaged by Baines (1980) and demonstrated in lab-
oratory experiments by Griffiths and Hopfinger (1983)
and in numerical experiments by Wang (1985). Ex-
amples of such fronts are the so-called southerly buster
of southeastern Australia {(Colquhoun et al. 1985;
Coulman et al. 1985), the southerly charge of New
Zealand (Steiner et al. 1987), the backdoor cold fronts
of the eastern United States (Carr 1951; Bosart et al.
1973), the Pampero Secco of South America (Georgi
1936) and certain cold fronts that move southward
along the eastern edge of the Rocky Mountains (Lilly
1981; Shapiro et al. 1985; the front of 19-20 September
1983). Observational case studies have shown that the
southerly buster does have the local structure of a grav-
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ity current, albeit not a steady one, and that the gravity
current speed equation (3.1) provides a good estimate
for the observed propagation speed (Coulman et al.
1985; Colquhoun et al. 1985).

Extensive studies of nonprecipitating cold fronts re-
mote from significant orography have been made in
southern Australia also (Berson 1958; Clarke 1961;
Garratt and Physick 1986). An additional case study
in the United States is reported by Shapiro et al. (1985).
In most cases, the nose of the fronts possessed gravity
currentlike features. This was not true, however, of
some summertime cold fronts, or “cool changes,” ob-
served during a recent field program in southern Aus-
tralia (Smith et al. 1982b; Ryan et al. 1985). While
about 50% of all cool changes are not accompanied by
any precipitation at the surface (Berson et al. 1957),
in many of those that are, the precipitation is associated
with prefrontal convective storms. In several well-doc-
umented cases of the latter, any gravity-current char-
acteristics are largely confined to the outflows of these
storms, and, in contrast to gravity currents, there are
either no regions or only very small regions of positive
relative flow at low-levels behind the front (Garratt
1988). Indeed, Garratt’s work points to the existence
of at least two types of cool change: the first a simple
change with a single, well-defined wind change and
sharp pressure rise and the second a more complex
change with embedded prefrontal precipitation, not
necessarily reaching the surface, but possibly including
also one or more squall lines. It is evident that Clarke’s
and Berson’s studies were of the former type of fronts,
whereas some of the fronts sampled during Phases I
and II of the Australian Cold Fronts Research Exper-
iment, including those analyzed by Garratt et al.
(1985), were of the latter type. Numerical simulations
by Reeder and Smith (1986, 1987) and Reeder (1986)
show that simple horizontal shear models for fronto-
genesis capture many of the important features of the
first type of cool change.

The observations suggest that nonprecipitating fronts
may develop features akin to gravity currents, but in
such cases, it remains to be determined whether the
speed of movement is controlled by the larger scale
flow or whether the gravity current formula (3.3) is
then appropriate. In this connection, it should be noted
that in the case of the front that evolves in the two-
dimensional Eady baroclinic instability model, there
is no region of positive relative flow (# > ¢) behind the
front until a late stage in the development of the front
(Reeder and Smith 1986, see especially Fig. 9a therein ).
We return to this point in the next section.

Finally, it is appropriate to consider the situation in
which a gravity current moves into a stably stratified
layer ahead of it. Then the formulae (3.1), (3.3) and
(3.5) for the propagation speed are not obviously ap-
plicable without modification. Let us assume that the
stable layer is surface based and has finite depth. If it
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is sufficiently deep and/or stable,* the gravity current
generates a wave or borelike disturbance propagating
ahead of it, as demonstrated in the laboratory by Smith
et al. (1982a) and in numerical simulations by Crook
and Miller (1985) and Haase (1986). If the component
bore waves, essentially finite amplitude internal solitary
waves, are of sufficiently large amplitude, they will
contain regions of advected fluid (Maxworthy 1980;
Clarke et al. 1981) and each may be similar in structure
to the local structure of a gravity current head. When,
as is often the case in the atmosphere, only the leading
bore wave has significant amplitude, the bore wave may
be easily mistaken for a gravity current head. Cooling
in the lower atmosphere can be expected to follow the
passage of both a gravity current and a bore, in the
former case due to horizontal advection and in the
latter case due to adiabatic ascent and therefore cooling.
However, cooling at the surface would not be expected
to accompany a bore. Confusion might occur if a shal-
low radiation inversion exists at the surface prior to
the disturbance passage; mechanical stirring of this by
turbulence in the disturbance may actually lead to sur-
face warming, as is sometimes the case with “morning
glory” wind surges (Clarke et al. 1981).

If the stable layer is relatively shallow and weakly
stable, wave propagation ahead of the gravity current
is precluded, but laboratory experiments by Wood and
Simpson (1984) suggest that, in this case, the gravity
current head becomes progressively modified with in-
creasing depth and stability of the stable layer. In fact,
the head progressively acquires the structure of a large

- amplitude solitary wave with a closed relative circu-

lation. Based on structural features alone, the distinc-
tion between a gravity current head and a large am-
plitude solitary wave may be difficult to make in many
atmospheric situations. It is not surprising, therefore,
that Christie and Muirhead (1983 ) are led to conclude
that some southerly busters are large amplitude solitary
waves, based on surface pressure signatures from a mi-
crobarograph array. Koch (1984) suggested that one
way of determining the applicability of solitary wave
theory would be to compute the so-called Ursell num-
ber, which gives a measure of nonlinear to dispersive

. effects. For a solitary wave of amplitude a and half-

wavelength A propagating on a stable layer of depth &
underlying a deep, neutrally stable layer, the equivalent
Ursell number is a\/ A2, If this number is of order unity,
then nonlinear and dispersive effects ar¢ comparable
(Benjamin 1967) and solitary wave theory can be ex-
pected to be relevant.

Additional evidence for such behavior is provided
by the front of 19 October (Case 3) studied by Brun-

4 A stable layer of depth & with buoyancy frequency N (period 27/
N) in a fluid at rest can support small amplitude internal gravity
waves with a maximum phase speed of 2Nh/x.
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didge (1965); the isentrope pattern, shown in Fig. 3a,
indicates a large amplitude wave at the leading edge of
the front, accompanied by a region of positive ¥ — ¢
below 300 m. This “wave” is followed some 90 minutes
later by a second “frontal zone.” The isentropes show
a surface-based prefrontal stable layer in the lowest 150
m across which the potential temperature increases by
4 K. This implies a mean buoyancy period of 3.5 min-
utes and a maximum small-amplitude internal gravity
wave speed® of 2.9 m s™!, a good deal less than the
observed frontal speed of 7.6 m s~!, and apparently
within the parameter regime of Wood and Simpson’s
experiments; i.e., 2 Nh/« is relatively small compared
to the frontal speed. Brundidge’s Case 2, shown in Fig.
3b, appears to be a similar situation (maximum inter-
nal gravity wave speed 2.3 m s™!; frontal speed 5.1 m
s~!), but the existence of a leading wave is less pro-
nounced and no postfrontal region of positive relative
flow u — ¢ > 0 was observed. While prefrontal stable
layers are the norm in the fronts studied by Brundidge,
their vertical extent is less well defined than in Cases
2 and 3 and we cannot judge the role that these layers
might have had vis-a-vis the foregoing discussion.

If the stable layer is infinitely deep, the gravity cur-
rent may be expected to generate vertically propagating
internal waves, but the feedback effect of these on the
gravity current structure and speed has yet to be de-
termined. Such waves are evident in the numerical
simulations of gravity currents by Garratt and Physick
(1986, see Figs. 2 and 3).

Clearly, there is need for much more research on
the interaction between gravity currents and stable lay-
ers and on the structural differences between gravity
currents moving into stable layers, internal solitary
waves of large amplitude and bores for different stable
layer depths and stabilities.

5. Frontogenesis theories

While the foregoing theories assume the existence
of a mature front, other types consider the evolution
of fronts from initially diffuse thermal fields. Early
studies are those of Bergeron (1928) and Petterssen
(1936) in which it was pointed out that frontogenesis
occurs as a kinematic consequence of temperature ad-
vection in a large-scale deformation field. The possi-
bility that the deformation field due to transverse mo-
tion in vertical planes might play a role also was rec-
ognized by Rossby (1924), and this was later
demonstrated theoretically by Sawyer (1956) and
Eliassen (1959, 1962). Indeed, Sawyer (1956) presents
synoptic evidence which suggests that frontogenesis is
in progress in all active fronts and he argues that their
characteristic features, especially the pattern of vertical
motion, are due to the frontogenetic process. Eliassen

% See footnote 4.
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(1959) recognized that the transverse circulation was
responsible for the rapidity of frontal collapse.

In the last two decades, the theory of frontogenesis
has advanced dramatically, and an up-to-date review
is given by Hoskins (1982 ). Nevertheless, the focus has
been mainly on the development of frontal structure
and of near discontinuities in surface temperature, for
example. There has been less attention given to frontal
motion in these studies. In this section we investigate
the movement of the cold front in simple two-dimen-
sional frontogenesis models.

It is accepted that on the synoptic scale, frontogenesis
(or frontolysis ) is forced by a combination of horizontal
deformation and horizontal shear acting on the preex-
isting temperature gradient (see Hoskins and Breth-
erton 1972; hereafter referred to as HB). In fact, in
three dimensions both processes can be combined into
a single deformation with a rotated axis of dilatation
(Petterssen 1936), but in the two-dimensional case it
is convenient to retain the distinction.

a. Confluence model

Hoskins and Bretherton present a semigeostrophic
analysis of frontogenesis due to a stationary height-
independent confluent flow with a constant deforma-
tion rate 2q, acting on an initially weak potential tem-
perature field 6;, a problem studied aiso by Williams
(1972) using a primitive equation numerical model.
To a close approximation [O(a?/f?), see HB], the
basic state is geostrophic; this is particularly true in the
neighborhood of the origin. In the zero potential vor-
ticity (ZPV-) case, 6; is a function of x only, while in
the uniform potential vorticity (UPV-) case, it is a
function of x and z (unless stated otherwise, we use
HB’s notation). In the former case, HB give analytic
solutions for the evolution of a surface cold front (see
also their Fig. 7); they show that a discontinuity in the
surface temperature occurs at the front after a finite
time, ¢,,, and at this position, the vertical vorticity be-
comes infinite.

As in Reeder and Smith (1986, henceforth denoted
RS), we define the surface “front” as the position x;
where 36/dx at z = 0 is a maximum, but will be in-
terested also in the surface positions x, and x, at which
the surface vorticity {(x, 0) and surface convergence
of the perturbation (—du/dx)(x, 0) have local maxima
(recall that the horizontal convergence of the imposed
deformation field is identically zero). During the evo-
lution of the front, these positions are not all colocated
in either the ZPV-case, or in the UPV-case (Fig. 4),
but they merge together at the time of frontal collapse
(i.e., t = t,,). In fact, x; and x, (which are colocated in
the ZPV-case only) move in the opposite direction to
Xy as time increases.

Figure 5 shows the isotachs of front relative hori-
zontal velocity # — ¢ and the isentropes below 4 km
for the UPV-case at 90 hours. At this time the frontal
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FIG. 4. Surface position of “the front,” defined as the location x,
of the maximum horizontal temperature gradient, and locations x;
and x, of the maximum surface velocity and surface convergence,
respectively, as functions of time in the zero and uniform potential
vorticity models for frontogenesis in a confluent flow studied by Hos-
kins and Bretherton (1972).

speed c is about 1.3 m s, the maximum surface tem-
perature gradient is 11.4 K (100 km)™!, and the max-
imum surface relative vorticity is 3.0 f. Note that, on
account of the synoptic scale confluence —ax behind
the front, the flow there is almost everywhere toward
the front (marked by an arrow in Fig. 5), reducing to
zero approximately 20 km behind the front. At the
front itself, as we have defined it, the flow is negative
[i.e., it is through the front toward the cold air (Fig.
5a)], but for the most part there is cold air advection
toward the front in the postfrontal region. From the
potential temperature field (Fig. 5b), it would appear
difficult to identify appropriate values of Af and d in
order to apply the gravity current formulae (3.1) or
(3.5). Moreover, this would hardly be appropriate since
the HB model assumes geostrophic balance in the
crossfront direction in contrast to a gravity current in
which the crossfront forces are essentially unbalanced.
Recent primitive equation numerical model calcula-
tions have confirmed the accuracy and appropriateness
of the crossfront balance assumption used by HB in
this particular problem (Keyser and Pecnick 1985;
Koclas et al. 1986).
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Like the frontal theories discussed previously, the
confluence model does not provide a satisfactory ac-
count of frontal movement. While it is true that the
theory predicts some motion (see Fig. 4), it describes
only that part of the translation due to the internal
nonlinear distortion of the front by its associated trans-
verse circulation. In fact, for large times (¢ —> ¢,,), the
theory predicts the front to become essentially station-
ary. It is perhaps worth remarking at this point that,
like Margules’ solution, the confluent basic state must
be stationary also by virtue of its state of geostrophic
balance.

b. Horizontal shear models

One of the simplest models exhibiting frontogenesis
due to horizontal shear is the nonlinear Eady model
of baroclinic instability formulated in terms of either
the semigeostrophic equations (HB; Hoskins 1975;
Blumen 1980) or the primitive equations (Williams
1967; Keyser and Anthes 1982; RS) As an initially
unstable Eady wave grows to finite amplitude, the sur-
face high pressure region expands in scale while the
surface low contracts to form a cold-frontal trough.

If we define the front by x; rather than x, then it
can be shown that in both physical and semigeostrophic
spaces, x; moves with the steering level of the parent
baroclinic wave, i.e., ¢; = $U. This result clearly ex-
poses the nonlocal character of the dynamical processes
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FIG. 5. (a) Isotachs of front-relative horizontal velocity 4 — ¢, and
(b) potential temperature isentropes for the uniform potential vorticity
model referred to in Fig. 4 at 90 hours. The position of the front, x;,
is indicated by the vertical arrow.
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that control the frontal translation speed; it agrees also
with previous results, based chiefly on observation, that
the frontal speed is controlled by the synoptic scale
(e.g., see Ryan and Wilson, 1985). Thus, the semi-
geostrophic form of the Eady model for baroclinic in-
stability is the only frontogenesis theory to provide an
analytic formula for the speed of movement of a mature
cold front.

In the absence of diffusive effects and for the most
unstable initial perturbation, semigeostrophic theory
also predicts the formation of a surface temperature
discontinuity after finite time ¢,,. [The precise time
will depend on the initial perturbation; typically, ¢,
~ 5 days (HB, p. 29).] :

The theory also predicts that the alongfront velocity
at the lower boundary vanishes at x; (Gill 1982, p.
575). Evaluation of the alongfront component of the
momentum equation at this point shows that w,, the
crossfront flow relative flow, is given by u, = —c;(1
+f/97". Ast = t,, { > oo and hence 4, = —c;; but
for t < t,,, u, < 0; i.e., the relative flow is always neg-
ative. As the front develops, x; converges toward x;
from the west (as exemplified by Fig. 7 herein, but note
that the latter is calculated for the anelastic Eady-wave
model with surface friction described in RS). There-
fore, we would expect the flow relative to x, to be even
more negative than that calculated relative to x;. For

z (km)

1437

x (km)

z (km)

]
1437

x tkm)

FI1G. 6. (a) Isotachs of front-relative horizontal velocity 4 — ¢, and
(b) potential temperature isentropes for the horizontal shear model
for frontogenesis of Reeder and Smith (1986) at 5.5 days. The position
of the front, x;, is indicated by the vertical arrow.
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F1G. 7. As in Fig. 4, except for the horizontal shear model
for frontogenesis of Reeder and Smith (1986).

this problem, Blumen (1980, see Fig. 8) showed that
particle motions are westward relative to the front ex-
cept at a late stage (about 5 days) in the region below
the frontal inversion where a weak motion develops
toward the front. (Note that Blumen also defines the
surface front to be at x; rather than x,.) We note that
Blumen’s result is not consistent with the preceding

. analysis of the front-relative flow. It is possible, how-

ever, that this discrepancy is an artifact of Blumen’s
approximate form of solution. In contrast, Blumen (p.
75) notes that, when Ekman friction is included, the
particle trajectories are everywhere westward relative
to the midlevel steering current, and this may mean
that there is no positive relative flow behind the front
(see RS, p. 304).

Reeder and Smith have examined the nonlinear
Eady problem using a numerical model based on the
anelastic form of the primitive equations, incorporating
a simple parameterization of turbulence. When a sur-
face boundary layer is included, RS showed that the
transverse flow is everywhere through the front relative
to it, but between 5 and 5.5 days a small region of
positive relative flow develops behind the front. The
isotachs of ¥ — ¢ and isentropes at 5.5 days adapted
from RS are shown in Fig. 6. The positions of x;, x;
and x, as functions of time are shown in Fig. 7. As in
the deformation model, these are not colocated, but
are ordered with x; < x; < x,. However, they merge
together as the frontal scale collapses to a surface dis-
continuity., The speed of the front is intimately related
to the speed of the large-scale baroclinic wave in which
it is embedded (Fig. 8). For the incipient wave, the
steering level for the wave and hence the trough is at
a height of about 5.0 km, but reduces rapidly at first’
(possibly due to initialization with the Eady wave dis-
turbance for a Boussinesq fluid). The steering level
reaches a minimum of about 4.2 km after 50 hours -
and increases steadily thereafter to 4.6 km at 100 hours,
at which time it levels off. After 100 hours, the frontal
speed is approximately 18.4 m s, and it varies only
between 16.5 and 20 m s~! during the entire period of
integration.
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FIG. 8. Variation in height of the steering level for the front and
corresponding frontal speed as functions of time for the Eady-wave
front simulated by Reeder and Smith (1986).

Relative air parcel trajectories from RS’s model,
projected into the plane normal to the front, are dis-
played in Fig. 9 at two stages of the front’s development.
These are computed relative to the surface front which,
over the two 12-hour periods of calculation, moves at
a very nearly constant speed. Trajectories from 4 to
42 days (Fig. 9a) show air parcels crossing the front
from the warm to the cold side, whereas from 5 to 5!
days (Fig. 9b) the trajectories exhibit very little cross-
front relative flow; here the front is essentially a material
surface. This is in accord with the semigeostrophic re-
sults discussed previously. At the earlier stage, the ratio

D N B
7o, a

z (km)

z (km)

1437 1944

x {km}

930

425 2450

FIG. 9. Air parcel trajectories relative to the surface cold front
based on the numerical model simulation described by Reeder and
Smith (1986): (a) from 4 to 4% days in the simulation; (b) from 5
to 5% days. For reference, the isentropes for the later time are included
in each figure.
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FI1G. 10. Isotachs of densimetric velocity u,(x, #) from Eq. (5.1)
corresponding to the isentrope field in Fig. 6b. The position of the
front, x;, is indicated by the vertical arrow. The shaded region just
ahead of the surface front is where u% < 0.

of the crossfront to alongfront temperature gradient at
the surface, r = (80/9x)/(36/dy) was 3.4. However, at
the later time r = 10.3. Thus, as time progresses air
parcels must exhibit relatively greater confinement to
the crossfrontal plane (insofar as the motion is adi-
abatic), and consequently, the front becomes close to
a material surface.

It is enlightening to consider the possibility of ap-
plying gravity current theory to the front in RS after
the region of positive relative flow has developed. Un-
like the simple deformation models described earlier
or the semigeostrophic theory of baroclinic instability,
the model used in RS does not assume crossfront geo-
strophic balance. Accordingly, for the model solution
at 5 days, we have calculated isotachs of the densimetric
speed u,(x, h), defined by

_[M6(x,+ 8, z) — O(x, 2)
ui(x, h) = gfo [ 8, + 5, 2)

dz. (5.1)

In this expression & is the distance of a typical
“sounding” ahead of the front, taken here to be 195
km, and x (<x/) represents the position of a temper-
ature sounding in the postfrontal region (Fig. 10). The
position of x; is indicated in Fig. 10 by an arrow. At
this stage the maximum surface potential temperature
gradient is 11.6 K (100 km) ™!, the maximum surface
relative vorticity is 2.3 f, and ¢ = 18.3 m s, Principal
interest is centered on the postfrontal region, where

" one can see that there exists a wide choice of x (<x/)

and 4 such that u, (x, &) = c. However, the appropriate
choice would certainly not be possible from an ex-
amination of the potential isotherms (Fig. 6b)! Fur-
thermore, in view of spatial variation of u implicit in
Fig. 6a, it is clearly inappropriate to attempt to include
a head- or tail-wind component u, in calculating c. It
is interesting to note also that there exists a region of
positive #2 for x > & in the prefrontal region, resulting
from the reversal in sign of the temperature gradient
at some point ahead of the surface front. This signals
possible dangers in using a prefrontal sounding “far
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FIG. 11. As in Fig. 6, except for the horizontal shear model
for frontogenesis of Reeder and Smith (1987) at 24 hours.

upstream” in the “ambient” atmosphere when com-
puting #,.

Starting from a linear basic shear in thermal wind
balance with a linear potential temperature gradient,
as in the Eady problem, one can study the evolution
of initially finite amplitude perturbations with a frontal
character. Indeed, for appropriate initial conditions,
one can obtain solutions for quasi-steady fronts (Or-
lanski and Ross 1977; Reeder and Smith 1987). Based
on the calculation of Reeder and Smith, Fig. 11 shows
the isentropes and isotachs of crossfront velocity com-
ponent u for the quasi-steady front after 24 hours of
_ integration, while Fig. 12 shows the translation of the
points x, x; and x, with time. Note that, in contrast
to the Eady front, these points retain a steady phase
different that allows the front to “propagate” without
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FG. 12. As in Fig. 7, except for the model
of Reeder and Smith (1987).

MONTHLY WEATHER REVIEW

VOLUME 116

U= .

z (km)

2100

x (km)

FIG. 13. As in Fig. 10, except for the isentrope field in Fig. 11.

appreciable intensification or decay (cf. Gidel, 1978,
p. 927; Orlanski and Ross 1984). At no stage does a
region of positive relative flow develop at low levels,
except in an insignificant neighborhood of the surface
front (Fig. 11a). At this time the maximum surface
temperature gradient is 10.3 K (100 km)~!, the max-
imum surface relative vorticity is 4.2 f, and the speed
of the front is 9.6 m s ~*. The steering level is at a height
of about 2.4 km above the surface front. Again, it is
not obvious from the isentrope field (Fig. 11b) what
would be an appropriate value to choose for 4 in trying
to apply the gravity current speed formula. Indeed, in-
spection of the isotachs of u,(x, /) obtained from (5.1)
for 8 = 200 km (see Fig. 13) suggests that any ““agree-
ment” between the speed calculated in this way and
the actual frontal speed would be quite fortuitous.

The results of this section show that gravity current
theory as normally applied has little relevance to the
model fronts described, especially in the latter case
where there is no region of positive relative flow behind
the front.

The calculations of Reeder and Smith (1987) have
been extended by Reeder (1986) to the case where the
incipient model front lies over the sea but approaches
a coastline where there is strong diurnal heating over
the land. In this case there is an interaction between
the model front and sea breeze; this leads not only to
an acceleration of the front as it approaches and crosses
the coast, but also to the development of a significant
region of positive relative flow in the cold air. In this
region, the crossfront component of acceleration is an
important feature of the dynamics, as could be ex-
pected.

¢. Propagation versus advection

The foregoing simple frontogenesis models show that

~ when horizontal shear frontogenesis is operative, the

surface front can move faster than the normal wind
component behind the front. In essence, the frontal
zone, centered on the position of the maximum surface
temperature gradient, advances principally because of
the differential alongfront temperature advection in the
presence of an alongfront temperature gradient as noted






